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SUMMARY
The thalamus controls transmission of sensory signals from periphery to cortex, ultimately shaping percep-
tion. Despite this significant role, dynamic thalamic gating and the consequences for downstream cortical
sensory representations have not been well studied in the awake brain. We optogenetically modulated the
ventro-posterior-medial thalamus in the vibrissa pathway of the awake mouse andmeasured spiking activity
in the thalamus and activity in primary somatosensory cortex (S1) using extracellular electrophysiology and
genetically encoded voltage imaging. Thalamic hyperpolarization significantly enhanced thalamic sensory-
evoked bursting; however, surprisingly, the S1 cortical response was not amplified, but instead, timing
precision was significantly increased, spatial activation more focused, and there was an increased synchro-
nization of cortical inhibitory neurons. A thalamocortical network model implicates the modulation of precise
timing of feedforward thalamic population spiking, presenting a highly sensitive, timing-based gating of sen-
sory signaling to the cortex.
INTRODUCTION

We explore the world through our sensory periphery, where sen-

sors transduce the signals that ultimately give us perception of

the world. The mammalian sensory thalamus gates information

from the periphery to primary sensory cortices, controlling

what signals do and do notmake their way to cortex, thus playing

a very critical role in sensing. Far from a static relay, the thalamus

is under continuous influence by modulatory inputs from brain-

stem and feedback mechanisms from cortex (Sherman and

Guillery, 2002; Sherman, 2005), most extensively explored in

the context of sleep and epileptic seizures (Huguenard and Mc-

Cormick, 2007; Fogerson and Huguenard, 2016). The large ma-

jority of detailed thalamic studies focusing on its potential role in

sensory signaling have been either in ex-vivo/slice preparations

or in intact/in-vivo preparations under anesthesia, where promi-

nent thalamic properties such as synchronization of convergent

thalamocortical (TC) projections and tonic/burst gating have

been shown to strongly boost signaling under these conditions

(Sherman, 2001a; Sherman, 2001b; Swadlow and Gusev,

2001; Swadlow, 2002; Lesica and Stanley, 2004; Lesica et al.,

2006; Wang et al., 2010; Stanley et al., 2012; Whitmire et al.,
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2016). Recent studies exploring the role of thalamus in the

awake, unanesthetized brain have confirmed the critical role of

thalamus in grossly modulating sensory cortex (Halassa et al.,

2011; Poulet et al., 2012; Lewis et al., 2015; Reinhold et al.,

2015; Yu et al., 2016; Wright et al., 2021). However, whether

increases in thalamic excitability act to boost cortical sensory-

evoked responses in the awake brain as predicted from ex-

vivo and anesthetized studies is unknown.

Serving as the primary input to sensory cortex, properties of

thalamic activity strongly shape the spontaneous, baseline activ-

ity of cortex, as well as the corresponding cortical response to

ascending sensory inputs. It has been shown that even small

changes in baseline membrane potential have appreciable

effects on spontaneous firing of thalamic neurons (Béhuret

et al., 2015), setting the overall tone of synaptic drive to cortex.

The use of pharmacology to directly modulate thalamus (Godwin

et al., 1996; Hirata and Castro-Alamancos, 2010; Poulet et al.,

2012) or opto/microstimulation and pharmacology to indirectly

affect thalamus through cortical (Olsen et al., 2012; Mease

et al., 2014; Crandall et al., 2015; Li and Ebner, 2016; Kirchgess-

ner et al., 2020) and subcortical (Aguilar and Castro-Alamancos,

2005) inputs has further causally revealed the extreme sensitivity
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of cortex to overall thalamic drive. One prominent characteristic

of neurons in the thalamus is the presence of T-type calcium

channels that are normally inactivated but become de-inacti-

vated through prolonged hyperpolarization (Jahnsen and Llinás,

1984a, 1984b; Sherman and Koch, 1986; Suzuki and Rogawski,

1989). Subsequent depolarizing inputs lead to calcium-mediated

‘‘bursts’’ of action potentials characterized by transient, high-

frequency spiking, which is distinct from ‘‘tonic’’ spiking medi-

ated through Na+/K+ channel dynamics. Most actively investi-

gated in the context of sleep states and rhythmic discharge,

the role of this mechanism in sensory signaling remains unclear,

despite decades of speculation. At the synaptic level, TC high-

frequency bursting events have been shown to have a significant

impact on downstream cortical activation (Swadlow and Gusev,

2001), where thalamic bursts are associated with an amplified

post-synaptic response in recipient cortical neurons, thought

to arise primarily from properties of the TC synapse. Coupled

with sensitivity of cortex to the timing of thalamic inputs via the

‘‘window of opportunity’’ established by the disynaptic feedfor-

ward cortical inhibition (Pinto et al., 2000, 2003; Wehr and Zador,

2003; Wilent and Contreras, 2004, 2005; Gabernet et al., 2005;

Isaacson and Scanziani, 2011), the gating of thalamic signaling

through the aggregate effects of all these properties across the

thalamic population is hypothesized to serve a critical role in pro-

cessing sensory information (Crick, 1984; Pinto et al., 2000;

Sherman and Guillery, 2002; Wilent and Contreras, 2004; Sher-

man, 2005). However, this has not been investigated extensively

in the intact brain due to the lack of methodological approaches

to precisely measure and manipulate thalamic properties. To

date, no studies have utilized temporally precise, repeatable,

and reversible modulation to precisely measure the effects of

thalamic burst/tonic gating in awake cortex at the level of popu-

lation signals and single-neuron firing.

Here, we directly determined how thalamic gating properties

control sensory-evoked thalamic and cortical responses in the

vibrissa pathway of the awake, head-fixed mouse. Instead of

driving or silencing neural activity, optogenetic manipulation

was used to modulate thalamus while recording extracellular

thalamic and cortical activity and acquiring wide-field cortical

voltage imaging, using the voltage indicator ArcLight (Jin et al.,

2012; Borden et al., 2017). We found that baseline thalamic firing

rate at steady state was surprisingly invariant to optogenetic

thalamic hyperpolarization through a transition from tonic to

burst firing activity, and the baseline activity in S1 cortex at

steady state was correspondingly invariant to thalamic hyperpo-

larization, following a brief transient increase in firing activity. In

response to sensory stimuli, the thalamic hyperpolarization

significantly enhanced the sensory-evoked thalamic bursting;

however, the magnitude of the response in S1 cortex was not

amplified but instead slightly attenuated relative to baseline,

despite the burst-dominated thalamic input. Notably, the sen-

sory-evoked response was also significantly more brief and

spatially focused and accompanied by an increase in the syn-

chronization of the putative cortical fast-spiking (FS) inhibitory

neurons. A TC network model replicated these findings and

implicated changes in the precise timing and synchronization

across the thalamic population as a likely mechanism underlying

the experimental observations. Taken together, the results here
point to timing rather than responsemagnitude as a fundamental

feature of the TC circuit, presenting a dynamic, timing-based

gating of sensory signaling to cortex.

RESULTS

All experiments were conducted in the vibrissa pathway of

the mouse (Figure 1A). To directly test the predictions of

previous in-vitro and anesthetized work, we conducted the first

experiment in the isoflurane-anesthetized mouse (illustrated

in Figure 1B). We utilized extracellular electrodes to record

whisker-evoked spiking activity in ventral posterior-medial

(VPm) thalamus in the presence (light-emitting diode, LED) and

absence (control) of a hyperpolarizing optogenetic modulation

of excitatory thalamic relay neurons expressing halorhodopsin

(eNphR3.0 [Gradinaru et al., 2010]; see Figure S1), through a

small fiber optic cable attached to the electrode (Figure 1B).

We used a range of relatively low light levels to induce sustained

hyperpolarization, where light levels were in a range that has

been previously shown to not induce significant heating of the

surrounding tissue (see figure caption and STARMethods). Con-

trol experiments indicate that there was no effect of the light

alone in the absence of opsin expression (Figure S4).

Neurons in VPm thalamus responded to a single, computer-

controlled punctate whisker stimulation (1,200�/s, sawtooth

waveform) with a transient sequence of action potentials (Fig-

ure 1D; see STAR Methods). Optogenetic thalamic hyperpolar-

ization significantly increased the sensory-evoked thalamic

bursting (Figure 1D), where burst spiking was defined as in Fig-

ure 1C. Overall, there was an increase in the evoked response

from the Control to the LED condition (Figure 1E left, black), in

large part driven by the increase in sensory-evoked thalamic

bursting (Figure 1E left, red). In a subset of experiments, we re-

corded the downstream cortical multiunit (MU) activity (Figure 1E

right) and found a corresponding enhanced response in the LED

condition. Additionally, we simultaneously recorded cortical S1

activation at a meso-scopic scale with optical voltage imaging

in primary somatosensory (barrel) cortex using a genetically en-

coded voltage indicator (GEVI, ArcLight, Borden et al., 2017; see

STAR Methods and Figure S4), which confirmed a correspond-

ing amplification of the S1 sensory-evoked response during

thalamic hyperpolarization (Figures 1F and 1G). Note that the

convention used throughout the analyses here is to present the

negative of the fluorescence measure, such that an increase in

neural activity corresponds to a positive change in the fluores-

cence measure. There was an amplification in the peak

response, followed by a gradual return to baseline over approx-

imately �200 ms. This induced amplification of the peak cortical

sensory response is consistent with the enhanced VPm sensory

response, as predicted by previous observations of sponta-

neous thalamic bursting and the impact on downstream synaptic

targets in cortical layer 4 (Swadlow and Gusev, 2001).

Thalamic hyperpolarization and ongoing thalamic and
cortical activity in the awake brain
In a next set of experiments, we sought to characterize the influ-

ence of thalamic properties on gating of signaling to cortex in the

awake mouse. Before turning to the sensory-evoked responses,
Neuron 110, 2836–2853, September 7, 2022 2837
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Figure 1. Thalamic hyperpolarization amplifies thalamic bursting and sensory-evoked cortical response in the anesthetized mouse

(A) Pathway of the mouse vibrissa system from the facial vibrissae in the periphery, to brainstem, to thalamus, and to S1.

(B) Experimental setup. Mice were injected with the viral vector eNphR3.0 (AAV5-CamIIKianse-eNphR3.0-mCherry) targeting the ventral posterior-medial (VPm)

region of the thalamus and the viral vector ArcLight (AAV1-hysn1-ArcLightD-SV40) in the vibrissa region of the primary somatosensory cortex (S1). For optoge-

netic hyperpolarization, thalamic units were presented with constant illumination (LED, 590 nm, approx. 17 mW/mm2) from a 200-mm optic fiber, with LED illu-

mination starting at 0.5 s preceding stimulus (t =�0.5 s) and ending 0.5 s after stimulus (t = 0.5 s) while recording simultaneously with a single tungsten electrode.

(C) Thalamic bursts were identified as two or more spikes with inter-spike interval (ISI) less than 4 ms, preceded by silence for 100 ms or more. Thalamic spikes

that were part of an identified burst were classified as putative burst spikes (red), and all else were classified as tonic spikes (black).

(D) Peri-stimulus time histogram (PSTH) for thalamic spiking in response to a single, punctate whisker stimulus (t = 0) for the control (no light, top panel) and

thalamic hyperpolarized (LED, bottom panel) conditions, 29 units. Instantaneous firing rates (bin size 2 ms) shown for all spikes (black) and putative burst

spikes (red).

(E) (Left) Mean sensory-evoked thalamic firing rate (n = 29 thalamic units) over the 0–30ms timewindow increased from the control (no light) to the LED conditions,

for all spikes (black, p = 0.0046, paired Wilcoxon signed-rank test) and burst spikes (red, p = 4.5e�4, paired Wilcoxon signed-rank test). Error bars represent

mean ± SEM. (Right) Mean sensory-evoked cortical multiunit (MU) firing rate from 102 trials (across 2 recordings, 1 mouse, 5-ms bin size).

(F) Example session of GEVI imaging following the delivery of a punctate whisker stimulus at time t = 0, for the control (no light, top row) and LED (bottom row)

conditions. Images are averaged across 51 trials. Black bar represents 1 mm.

(G) (Left) Mean normalized peak GEVI sensory-evoked response was larger for the LED compared with the control condition (n = 9 mice, 13 recording sessions).

For this plot, animals and sessions were each normalized to their control levels, and the LED condition is reported relative to the control. (Left inset) Raw relative

peak evoked %dF/Fo, p = 0.017, paired Wilcoxon signed-rank test, n = 13 recordings across 9 mice. (Right) Time series of the normalized sensory-evoked GEVI

signal, generated from the integrated fluorescence within the 0.2 3 0.2 mm ROI in the control (gray) and LED (orange) conditions. Error bars represent

mean ± SEM.
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Figure 2. Thalamic baseline firing rate is invariant to optogenetic hyperpolarization via a tonic/burst switch

(A) Experimental setup. Mice were injected with the viral vector eNphR3.0 (AAV5-CamIIKianse-eNphR3.0-mCherry) targeting the ventral posterior-medial (VPm)

region of the thalamus. On each trial, thalamic units were presented with light for 1.5 s (590 nm, LED approx. 17mW/mm2 ramp, Double LED approx. 35mW/mm2

ramp—see STAR Methods) from a 200-mm optic fiber and recorded simultaneously with a single tungsten electrode.

(B) Example extracellular single trial rasters depicting effects of thalamic hyperpolarization on spiking in VPm thalamus. Black indicates tonic spikes; red indicates

burst spikes. Recorded spike waveform shown at top.

(C) Aggregate single-unit (SU, n = 51 units) PSTH for all spikes (black) and burst spikes (red). Apparent is an initial decrease in overall firing rate following pre-

sentation of light, followed by an increase and a subsequent return to the pre-hyperpolarization level. Bands represent mean ± SEM.

(D) (Left) Mean single-unit thalamic firing rate over the 250–750ms timewindow from the control (no light) to the LED condition, for all spikes (black, Control versus

LED p = 0.2, control versus Double LED p = 0.02, unpaired two-sample t test, n = 54 for control, and n = 51 for both LED conditions) and burst spikes (red, Control

versus LED p = 3e�13, control versus Double LED p = 1e�15, unpaired t test). (Right) Increase in burst ratio from the Control to LED condition, where burst ratio is

defined as the number of burst spikes divided by the total number of spikes (Control versus LED p = 9e�13, control versus Double LED p = 1.8e�11, unpaired

Wilcoxon rank-sum test).

(E) (Left) Example bursts for theControl and LED conditions. (Right) Increase in themean number of spikes per burst from the Control to the LED condition (Control

versus LED p = 2.3e�5, control versus Double LED p = 1.7e�6, unpaired Wilcoxon rank-sum test, n = 54 for control and n = 51 for each of the LED conditions).

Error bars represent mean ± SEM.

(F) Simulated spontaneous activity from integrate-and-fire-or-burst (IFB) model with hyperpolarizing input at time t = 0, showing all spikes (black) and burst

spikes (red).

See STAR Methods and Figure S3.
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we first probed the effect thalamic hyperpolarization has on

baseline, ongoing activity that is significantly higher in the awake

state compared with under anesthesia. An example single-unit

(SU) VPm recording from the awake mouse (experimental setup
in Figure 2A) is shown in the raster plot in Figure 2B. VPm neu-

rons in awake mice exhibited moderate ongoing firing, whereas

the onset of the LED ramp caused an initial decrease in rate (pop-

ulation average, Figure 2C), followed by a brief increase above
Neuron 110, 2836–2853, September 7, 2022 2839
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Figure 3. Cortical S1 baseline firing rate is invariant to optogenetic hyperpolarization of thalamus after transient increase

(A) Experimental setup. Mice were injected with the viral vector eNphR3.0 (AAV5-CamIIKianse-eNphR3.0-mCherry) targeting the ventral posterior-medial (VPm)

region of the thalamus. Thalamic units were continuously presented with light (590 nm, LED approx. 17 mW/mm2 ramp, Double LED approx. 35 mW/mm2 ramp)

from a 200-mmoptic fiber, whereas cortical single units were recorded simultaneously with a laminar multi-electrode within an identified cortical column (barrel)—

see STAR Methods.

(B) (Top) Example extracellular rasters of cortical activity, depicting effects of thalamic hyperpolarization on cortical spiking, across trials and simultaneously

recorded units (10 trials each from 15 units). (Bottom) Aggregate PSTH across all recorded trials and cortical single units (n = 118). Bands represent mean ± SEM.

Highlighted are the transient and steady-state portions of the cortical response to the light.

(C) Mean cortical firing rate in the Control and LED conditions, showing an increase in the transient (open symbol, 300–350 ms, Control versus LED p = 5.4e�14,

control versus Double LED p = 1.4e�15, Wilcoxon signed-rank test) and a return to near steady state (closed symbol, 700–750 ms, Control versus LED p = 0.2,

control versus Double LED p = 0.013, Wilcoxon signed-rank test) portions of the response. Error bars represent mean ± SEM.
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pre-stimulus baseline firing rate, before returning to a level near

baseline in the steady-state period. This effect is summarized by

the mean firing rate over the entire period following the ramp

(250–750 ms after LED onset, Figure 2D left), where there was

no change in firing rate at the lowest light level and only a modest

increase for the highest, likely influenced by the early transient in-

crease. Restricting the mean to the steady-state phase of this

response (700–750 ms after LED onset) revealed no change

from the control condition (not shown). There was a correspond-

ing significant increase in burst firing (red, Control versus LED),

and in the ratio of burst to tonic spikes (Figure 2D, right).

Increasing hyperpolarization also increased the number of

spikes per burst (illustrated in left of Figure 2E), which partially

offset the loss of tonic spiking (right of Figure 2E).

Although it is not surprising that the thalamic burst mechanism

was engaged by the optogenetic hyperpolarization, it is surpris-

ing that the net baseline firing rate was not decreased but was

instead approximately invariant to the thalamic hyperpolar-

ization. This effect was not as apparent in the anesthetized con-

dition when the baseline thalamic firing rate is near zero but

emerges in the awake state where baseline thalamic firing rate

is significantly higher. To further investigate, we constructed an

integrate-and-fire-or-burst (IFB) model of thalamic firing that
2840 Neuron 110, 2836–2853, September 7, 2022
has been utilized in previous studies (Smith et al., 2000; Lesica

and Stanley, 2004; Lesica et al., 2006). In the model, the effect

of the hyperpolarizing opsin activation indeed replicated this

phenomenon (Figure 2F). An initial decrease in firing rate at the

onset of the light ramp was followed by a transient increase

and a return to pre-light baseline level of firing (compare with Fig-

ure 2C). Moreover, as in the experimental observation, the return

to the baseline firing rate in the hyperpolarized condition is domi-

nated by the increase in bursting activity in the IFB model (Fig-

ure 2F, red). The exact combination of the baseline activity and

intensity of the hyperpolarizing input strongly influenced the

net resultant effect (see Figure S3 for a range of baseline activity).

To uncover the downstream effects of the above observations

in VPm, we performed the same manipulations during multi-

electrode recording of SU activity in S1 in the awakemouse (Fig-

ure 3A). Note that for this analysis, these S1 recordings were

combined across cortical layer and cell type, but subsequent an-

alyses demonstrate similar trends across cell types and for tar-

geted layer 4 recordings (see Figures 6 and S5). With thalamic

hyperpolarization, mean rates increased dramatically during a

transient (300–350 ms post-LED-onset) window but were only

modestly elevated above baseline at steady state (700–750 ms

post-onset).
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Figure 4. Thalamic hyperpolarization enhances the thalamic sensory-evoked bursting response in the awake mouse

(A) Experimental setup. Mice were injected with the viral vector eNphR3.0 (AAV5-CamIIKianse-eNphR3.0-mCherry) targeting the ventral posterior-medial (VPm)

region of the thalamus and the viral vector ArcLight (AAV1-hysn1-ArcLightD-SV40) in the vibrissa region of the primary somatosensory cortex (S1). For optoge-

netic hyperpolarization, on each trial, thalamic units were presented with light for 1.5 s (590 nm, LED approx. 17mW/mm2 ramp, Double LED approx. 35mW/mm2

ramp—see STARMethods) from a 200-mm optic fiber, with LED illumination beginning at 0.75 s preceding stimulus delivery, and continuing for 0.75 s after stim-

ulus delivery while recording simultaneously with a single tungsten electrode. For cortical GEVI imaging, the entire cortical area was illuminated through the

thinned skull at 465 nm with an LED and imaged with a CCD imaging setup (see STAR Methods).

(B) Grand single-unit PSTH for thalamic spiking in response to a single, punctate whisker stimulus (t = 0) for the control (no light, top panel, n = 54 units) and LED

(bottom panel, n = 51 units) conditions. Instantaneous firing rates (bin size 2 ms) shown for all spikes (black) and putative burst spikes (red).

(legend continued on next page)
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Taken together, the results here suggest that in response to

the optogenetically induced thalamic hyperpolarization, the

thalamic VPm neurons in the awake mouse exhibit a transient

change in baseline firing rate, followed by a return to approxi-

mately pre-hyperpolarization level that is at least partially ex-

plained by a trade-off between tonic and burst firing, whereas

the downstream activity in cortical S1 exhibits a transient in-

crease in baseline firing rate, followed by an eventual return to

approximately the original baseline rates.

Thalamic hyperpolarization and sensory-evoked
thalamic and cortical activity
We next recorded the sensory-evoked SU activity in VPm thal-

amus in the presence and absence of thalamic hyperpolarization

in the awake mouse (Figure 4A). Neurons in VPm thalamus of

the awake mouse responded to punctate whisker stimulation

with a brief, transient increase in SU activity, which was signifi-

cantly reshaped by thalamic hyperpolarization (Figure 4B).

Thalamic hyperpolarization significantly increased sensory-

evoked bursting (Figure 4C, left), although the overall (tonic +

burst) mean evoked rate was unchanged (Figure 4C, left). This

reflected a significant increase in the SU burst ratio (Figure 4C,

right). Taken together, SU VPm analyses reveal a boosting of

the sensory-evoked thalamic bursting with thalamic hyperpolar-

ization, yet a surprisingly invariant overall mean evoked rate.

Note that upon more careful inspection of the VPm peri-stimulus

time histograms (PSTHs), thalamic hyperpolarization results in

a qualitative decrease in the sensory-evoked response in the

first 10 ms and a subsequent increase in the sensory-evoked

response at later times. This could indicate changes in synchro-

nous thalamic firing over the course of the sensory response,

which is a critical factor in determining the downstream cortical

response. To explicitly quantify this, we analyzed synchronous

spiking of simultaneously recorded VPm pairs (Figure 4D), re-

stricting the spiking activity to three nonoverlapping windows

following the whisker stimulus (Figure 4E; see partitions in Fig-

ure 4B). Qualitatively, we observe a decrease in the central

peak of the spike cross-correlogram (CCG) for the earliest

post-stimulus time window (0–10 ms, left) from the Control to

the LED condition and very little change for the two other time

windows (10–20-ms middle, 20–30-ms right). We quantified

this observation by computing the area in the region around

the center of the CCG (�5 to +5 ms lags), representing the

amount of synchronous spiking across the pairs. Most notably,

the LED induced a decrease in the synchronous firing for the

earliest post-stimulus time window (0–10 ms), when synchro-

nous spike rates were generally highest. Synchronous spike
(C) (Left) Mean sensory-evoked thalamic response over 0–30 ms time window fo

control versus Double LED p = 0.4, unpaired two-sample t test, n = 54 for control, a

p = 0.003, control versus Double LED p = 1.6e�4, unpaired Wilcoxon rank-sum

mean ± SEM. (Right) Mean single-unit sensory-evoked thalamic burst ratio over th

LED p = 2.4e�6, unpaired Wilcoxon rank-sum test, n = 54 for control, and n = 5

(D) Construction of spike cross-correlogram (CCG) from pairwise VPm spiking.

(E) Grand mean CCGs of the sensory-evoked response for the Control and LED

(20–30 ms) post-stimulus time windows (n = 187 simultaneously recorded pairs

(F) Mean shuffle-corrected synchronous spike count for the (0–10 ms), (10–20

mean synch AP count ± 99.95% confidence interval, resampling relative spike tim

[20–30 ms], p < 0.01).
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rates also changed in the two later response windows, when

synchronous rates were generally lower, with a slight increase

for the (10–20 ms) window and a slight decrease for the (20–

30 ms) window. Thus, the VPm data reveal a significant boosting

of sensory-evoked burst firing with thalamic hyperpolarization,

accompanied by an approximately invariant overall sensory-

evoked response magnitude and a surprising decrease in the

synchrony of the prominent early thalamic response.

To examine the downstream consequences of the observed

changes in the sensory-evoked response in thalamus, we re-

corded cortical S1 activation with wide-field optical voltage im-

aging during optogenetic hyperpolarization of thalamus in the

awake mouse (Figure 5A; see STAR Methods). Based on previ-

ous findings (Swadlow and Gusev, 2001), the results in the anes-

thetized mouse, and the significant boosting of sensory-evoked

bursting in thalamus with thalamic hyperpolarization in the

awake mouse, we expected to see a corresponding amplifica-

tion of the cortical sensory-evoked response. Surprisingly,

thalamic hyperpolarization resulted in a 20%–40% decrease in

the (relative) S1 sensory response (Figures 5A and 5B). Note

that the right panel of Figure 5B is the same data as in the left

panel, with each dataset normalized to the control condition,

to show a percent decrease in the peak fluorescence. In a

separate set of experiments, we hyperpolarized thalamus while

simultaneously recording the S1 cortical SU responses (Fig-

ure 5C). The mean (absolute) S1 response to a 1,200�/s stimulus

was approximately invariant to thalamic hyperpolarization

(Figures 5D and 5E, left). However, the mean baseline-sub-

tracted responses did decrease with increasing LED intensities,

consistent with the (relative) GEVI recordings (Figure 5B). Note

that the recorded cortical activity here was aggregated across

cell type and cortical layer, but subsequent analyses will address

cell type and layer (see Figures 6 and S5). Importantly, similar

trends were observed through analysis restricted to putative

layer 4 thalamorecipient cortical neurons (Figures S5A and S5B).

Thalamic bursting and the spatiotemporal shaping of the
sensory-evoked cortical response
The GEVI imaging of cortex enables further investigation of the

spatiotemporal characteristics of the observed phenomenon.

Figure 5F shows the imaging frame associated with the peak

sensory-evoked fluorescence, for the control (top) and thalamic

hyperpolarization (LED, bottom) conditions, with an overall

attenuation of the cortical evoked response with thalamic hyper-

polarization. We next asked whether the reduced spatial activa-

tion simply reflected a uniform loss of amplitude across space

(i.e., the ‘‘iceberg effect,’’ Figure 5G, left) or alternatively whether
r single-unit VPm recordings, for all spikes (black, Control versus LED p = 0.9,

nd n = 51 for both LED conditions) and for burst spikes (red, Control versus LED

test, n = 54 for control, n = 51 for both LED conditions). Error bars represent

e 0–30 ms time window (Control versus LED p = 1.3e�5, control versus Double

1 for both LED conditions).

conditions, when restricting spiking data to the (0–10 ms), (10–20 ms), and

from 46 VPm single units, across 6 recording sessions).

ms), and (20–30 ms) post-stimulus time windows. All reported values are

es with replacement ([0–10ms], Control to LED, p < 0.001; [10–20ms], p < 0.01;
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Figure 5. Cortical sensory-evoked response magnitude is invariant to thalamic hyperpolarization, but the cortical response is spatially
sharpened and temporally narrowed

(A) Example session of GEVI imaging following the delivery of a punctate whisker stimulus at time t = 0, for the control (no light, top row) and LED (bottom row)

conditions. Images are averaged across 51 trials.

(B) (Left) PeakGEVI sensory-evoked response (between 0 and 110ms post-stimulus) slightly decreased from the control to the LED condition (Control versus LED

p = 0.020, control versus Double LED p = 0.0039, paired Wilcoxon signed-rank test, n = 9 recordings from 2 mice). (Right) Mean normalized peak GEVI sensory-

evoked response for the Control and LED conditions (n = 9 recordings). Before combining, animals and sessions were each normalized to their control levels, and

the LED condition is reported relative to the control.

(legend continued on next page)
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surrounding activation was disproportionately reduced relative

to the central region, thus sharpening the representation (Fig-

ure 5G, right). We found the latter to be true: the evoked normal-

ized area of activation was significantly reduced with thalamic

hyperpolarization (Figure 5I, left).

In the fast temporal dynamics of the GEVI response (Fig-

ure 5H), the LED induced a more rapid, post-peak decay and a

prolonged period of sub-baseline fluorescence before returning

to baseline after several hundred milliseconds. Note that the

fluorescence traces in Figure 5H are normalized to their peaks

to focus on the temporal properties. We quantified the temporal

width of the response as the ‘‘peak-to-baseline’’ (Figure 5H),

whichwe found to decreasewith increasing light levels (Figure 5I,

center). We quantified the prolonged post-stimulus undershoot

of activity as the ‘‘mean recovery’’ (Figure 5H), which became

more pronounced with increaseing light levels (Figure 5I, right).

Thus, in addition to the attenuation of the sensory-evoked

response with thalamic hyperpolarization, there is a correspond-

ing sharpening of the spatial activation of S1 and a temporal nar-

rowing/shortening in the form of a more transient-evoked

response with an inhibitory undershoot.

Thalamic bursting and cortical spike timing
We further parsed our cortical SU into putative excitatory (RSUs,

regular spiking units) and inhibitory (FSUs, fast-spiking units) neu-

rons (Figure 6A; Guo et al., 2017; see STAR Methods). Note that

although this analysis involved combining recordings across the

electrode array, we conducted a parallel analysis restricted to a

smaller population of identified cortical layer 4 RSUs and FSUs

(see below, and Figure S5). Apparent in the aggregate PSTH is

the expected higher baseline/ongoing activity and sensory-

evoked responses in the FSUs compared with the RSUs (Fig-

ure 6B). Thalamic hyperpolarization induced a modest increase

in baseline (�50–0 ms before sensory stimulus onset) rate for

RSUs and an insignificant change for FSUs (Figure 6C, left).

Further, hyperpolarization had little effect on the early (5–50 ms

post-stimulus) S1 response; RSU rates increased modestly, and

FSU rates did not change significantly (Figure 6C, center). Finally,
(C) In separate experiments, we hyperpolarized the thalamus while simultaneous

(D) Cortical grand PSTH-evoked sensory response (t = 0) across all recorded singl

(E) (Left) Average absolute evoked cortical response remained approximately in

Evoked sensory response period defined as between 5 and 100 ms post-stimu

intensities (Control versus LED p = 0.20, control versus Double LED p = 0.034, pair

as the absolute response minus the preceding baseline activity �50–0 ms pre-s

(F) GEVI imaging frames at peak response for the control (top) and LED (bottom)

(G) Cartoon illustration of the coupling between amplitude and spatial area in c

qualitatively perceived as a reduction in spatial area of activation, due to the ‘‘ic

threshold after normalization to the peak reveals the true effects on the area.

(H) Normalized amplitude time series of fluorescence within R0I for control (bla

conditions. Bands represent mean ± SEM.

(I) Summary analyses (error bars represent mean ± SEM). (Left) Mean spatial ac

Control to the LED condition (Control versus LED p = 0.025, control versus Doubl

(defined in H), calculated as the mean time from the peak of the fluorescence to t

LED condition (Control versus LED p = 0.0059, control versus Double LED p = 0.0

control recordings did not return to baseline). (Right) The recovery (defined in H),

the peak stimulus-evoked response (120–400 ms), decreased from the Control to

p = 0.020, paired t test, n = 9 recordings). LED approx. 17 mW/mm2 ramp, Doub

mean ± SEM.

See also Figure S4.
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there was a qualitative change in shape of the PSTHs, with an

increased latency to peak in the early phase and a noticeable dip

below control rates in the late phase for bothRSUs and FSUs (Fig-

ure 6B). This latter observation was reflected in a decrease in the

late phase (60–100 ms) of the evoked response with increasing

light levels (Figure 6C, right). In putative layer 4 thalamorecipient

cortical cells, we observe very similar results to those shown for

the larger aggregate dataset, and the trends we observed were

qualitatively the same as shown in Figure 6 (see Figure S5).

The changes in timing and shape of the PSTHs of the cortical

neurons suggest the possibility that thalamic hyperpolarization

could affect synchronization within the cortical network. We

further analyzed synchrony across simultaneously recorded

cortical SU, calculated as the integrated area within a ±7.5 ms

window of the spike CCG (Figure 7A, bottom; see STARMethods;

Wang et al., 2010; Whitmire et al., 2016). Due to the sensitivity of

the synchrony metric to firing rate, we only examined pairs with a

robust measurement (more than 50 synchronous events) to con-

trol for measurement accuracy (experimental results were

invariant with different thresholds, see STAR Methods), which

restricted the analysis to FSUs in our dataset. Although thalamic

hyperpolarization did not enhance the mean early evoked S1

rate (Figure 6), it did increase the rate of synchronous FSU spikes

(Figure 7B). This resulted in an increased concentration of mass

around 0 lag in the aggregate CCG (Figure 7C), and a significant

increase in pairwise FSU synchronywith increasing light level (Fig-

ure 7D). For comparison, the synchrony was also computed for

the ongoing, spontaneous activity, revealing the synchronizing ef-

fect of the transient sensory input. These results were qualitatively

similar for various synchrony window sizes (not shown).

Modeling of the thalamic burst-driven cortical E-I circuit
We next sought to understand the mechanistic basis of two key

experimental results: (1) the nearly invariant absolute S1 sensory

response in the thalamic hyperpolarized (LED) condition in the

awake mouse, despite the increase in sensory-evoked burst

spikes in VPm and (2) the increase in sensory-evoked cortical

synchrony in FS neurons in the thalamic hyperpolarized (LED)
ly recording the S1 cortical response using a multichannel electrode.

e units (n = 118 units, 5ms bins) for control (black) and LED (orange) conditions.

variant during LED on conditions across all cortical recorded units (n = 118).

lus. (Right) Relative-evoked cortical response decreased with increasing LED

edWilcoxon signed-rank test, n = 118 units). Relative-evoked response defined

timulus. Error bars represent mean ± SEM.

conditions for an example session.

ortical imaging. (Top) A reduction in evoked fluorescence amplitude can be

eberg’’ effect. (Bottom) However, the spatial area of activation above a fixed

ck) and thalamic hyperpolarized (orange, LED), n= 9 recordings from 2 mice

tivation area of the normalized sensory-evoked response decreased from the

e LED p = 0.046, paired t test, n = 9 recordings). (Middle) The peak-to-baseline

he first return to pre-stimulus baseline (ms), decreased from the Control to the

019, unpaired t test, n = 8 control recordings, 9 LED recordings, note one of the

calculated as the relative mean fluorescence during the time duration following

the LED condition (Control versus LED p = 0.016, control versus Double LED

le LED approx. 35 mW/mm2 ramp—see STAR Methods. Error bars represent
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Figure 6. Thalamic hyperpolarization affects timing but not magnitude of sensory-evoked responses in cortex

(A) Cortical single units were classified as regular spiking units (RSUs, red) or fast-spiking units (FSUs, blue) based on the time interval from the peak-to-trough

(see STAR Methods). Example RSU and FSU waveforms are shown at the top, where bands represent ±1 SD. The distribution of time intervals from peak-to-

trough for the spike waveforms is shown at the bottom.

(B) PSTHs of the aggregate putative RSUs (left, n = 86) and FSUs (right, n = 32) in response to a punctate whisker deflection at time t = 0 (bin size 2 ms) for the

control (black) and double LED (orange) conditions.

(C) Summary analyses (error bars represent mean ± SEM) for RSUs (top row) and FSUs (bottom row). (Left) Mean baseline (�50–0 ms) RSU (Control versus LED

p = 5.3e�4, control versus Double LED p = 0.012, Wilcoxon signed-rank test, n = 86) and FSU (Control versus LED p = 0.15, control versus Double LED p = 0.30,

Wilcoxon signed-rank test, n = 32) firing rates for the LED relative to the control condition. (Middle) RSU (Control versus LED p = 0.067, control versus Double LED

p = 0.0082,Wilcoxon signed-rank test, n = 86) and FSU (Control versus LED, p = 0.30, control versus Double LED p = 0.45,Wilcoxon signed-rank test, n = 32) early

sensory response (5–50 ms) for the LED compared with the control conditions. (Right) Late sensory response (60–100 ms) for the LED compared with the control

condition for the RSU (Control versus LED p = 0.017, control versus Double LED p = 0.014, n = 86, Wilcoxon signed-rank test) and FSU (Control versus

LED p = 2.2e�4, control versus Double LED p = 4.5e�4, n = 32, Wilcoxon signed-rank test) populations. LED approx. 17 mW/mm2 ramp, Double LED approx.

35 mW/mm2 ramp—see STAR Methods. Error bars represent mean ± SEM.

See also Figures S4 and S5.
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condition. To explore the potential role of various thalamic and

cortical mechanisms, we constructed a model of the TC

network, as described previously (Wright et al., 2021). Briefly,

the model consisted of an interconnected ‘‘L4’’ network of excit-
atory and inhibitory leaky integrate-and-fire neurons driven by

empirically motivated tonic and burst ‘‘thalamic’’ spike trains

(Figure 8A; see STAR Methods). For these input spike trains,

the rate of synchronous spikes across conditions qualitatively
Neuron 110, 2836–2853, September 7, 2022 2845
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Figure 7. Thalamic hyperpolarization enhances cortical synchrony

(A) The spike cross-correlogram (CCG) was calculated as a histogram of spike times of cell 2 relative to a target spike of cell 1, repeated for all spikes of cell 1. The

pairwise synchrony was calculated from the CCG as the area of the CCG between ±7.5 ms, normalized by the total area of the CCG.

(B) (Top) Example raster of two simultaneously collected FSU units, Cell 1 (black), and Cell 2 (purple) for Control and LED conditions. (Bottom) Synchronous

spiking events only for the same neural pair (red, firing within 7.5 ms of each other).

(C) Aggregate cross-correlograms for FSUs (n = 99 pairs, see STARMethods) for the control (black) and LED (orange) conditions. Note that for the LED condition,

the light level was 35 mW/mm2 to better emphasize the change in synchrony with thalamic hyperpolarization. Cross-correlograms have been smoothed via a

moving average filter, 2.5-ms window.

(D) Mean levels of synchrony for FSU pairs, for the spontaneous/baseline cortical firing compared with the sensory-evoked response for the control and LED

conditions. Relative to the control condition, thalamic hyperpolarization (LED, 35 mW/mm2) resulted in an increase in synchrony for the FSU populations (Control

versus LED, p = 1.5e�8, control versus Double LED, p = 3.5e�13, Wilcoxon signed-rank test, n = 99 pairs). LED approx. 17 mW/mm2 ramp, Double LED approx.

35 mW/mm2 ramp—see STAR Methods. Error bars represent mean ± SEM.

See also Figure S4.
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matched our experimental observations, with a slight but signif-

icant decrease in synchronous spiking in the short-latency

response window from Control to LED (Figure 8B). For a more

detailed description of the model, see STAR Methods.

This model network succeeded in qualitatively reproducing

the two results identified above. First, despite the substantial in-

crease in burst spikes in the thalamic inputs from the Control to

LED condition (Figure 8A, top two rows), the network response

amplitude was nearly invariant, with only a very slight increase

(Figures 8A, bottom two rows and 8C). Second, we found that

the evoked pairwise synchrony of S1 neurons was higher in the

LED condition for both excitatory and inhibitory model neurons

(Figure 8D). (Note that unlike the experimental data, synchrony

measures from simulated cortical activity were not limited by

lack of firing events, enabling synchrony measurements across

both excitatory and inhibitory sub-populations.) In short, the

mechanisms incorporated in this simple model were sufficient

to predict the two key experimental results.
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Having reproduced these results, we next sought to test the

hypothesis that the nearly invariant mean cortical response

despite the boosting of thalamic bursting represented the net ef-

fect of two opposing mechanisms: enhanced thalamic bursting

in the LED condition supporting more robust TC synaptic drive,

counterbalanced by a reduction in the rate of spikes that are syn-

chronous across thalamic neurons. To this end, we manipulated

the rate of synchronous thalamic input spikes while maintaining

the mean rate of tonic and burst spikes, analogous to our previ-

ous work (Wang et al., 2010; Wright et al., 2021). Specifically, an

artificial ‘‘randomized’’ condition was simulated in which tonic

spike times were probabilistically shifted away from the early

PSTH peak, such that the peak firing rate of this manipulated

condition approximately matched that of the LED condition (Fig-

ure 8E, top). The grand VPm input CCG confirmed that this

manipulation reduced the rate of synchronous input spikes (Fig-

ure 8F). The rate of tonic spikes in the 30-ms post-stimulus win-

dow was not altered and the burst spike distribution matched
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Figure 8. A thalamocortical network model reproduces key experiment results implicating thalamic spike timing
(A) Thalamocortical model schematic (see STARMethods). (Top inset) A clustered network of excitatory (red) and inhibitory (blue) neurons received inputs from a

model VPm barreloid, as well as random excitatory inputs. (Top) Grand mean PSTHs for VPm tonic and burst spikes. (Bottom) Grand mean PSTHs for network

excitatory and inhibitory neurons, for the control (black) and LED (orange) conditions.

(legend continued on next page)
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the control condition, thus enabling the effects of such changes

in synchronous spiking alone to be inferred. In contrast to the

LED condition, shifting even small percentages of tonic VPm

spikes (i.e., reducing the rate of synchronous VPm spikes) re-

sulted in a significant decrease in cortical network response

rates (Figure 8G) and synchrony (Figure 8H), with both measures

decreasing monotonically with increasing percentage of shifted

VPm spikes. These simulations thus support the notion that

although thalamic bursting per se likely provides highly effica-

cious synaptic drive to cortex, the loss of short-latency, synchro-

nous tonic firing in the LED condition counterbalances this effect,

resulting in a nearly invariant S1 response. Further, the trends

observed in cortical synchrony (Figure 8H) suggest thalamic

bursts play an important role in synchronizing cortical neurons.

DISCUSSION

The sensory thalamus controls the flow of signaling from the pe-

riphery to cortex, ultimately gating what we do and do not

perceive about the outside world. Despite its critical role in

sensing, how this circuit controls signaling remains poorly under-

stood. Here, through a range of experimental approaches in

the awake, head-fixed mouse, we show that optogenetic

thalamic hyperpolarization significantly enhances sensory-

evoked bursting; however, the baseline thalamic firing rate and

sensory-evoked magnitude are both approximately invariant.

Sensory cortex subsequently exhibits a surprisingly invariant

absolute evoked response despite the potent thalamic burst

input, instead demonstrating increased timing precision, a

focusing of spatial activation, and increased synchrony of

spiking. TC network modeling further supports the assertion

that the bursting-induced changes in thalamic spike timing and

thalamic population synchrony are sufficient to explain the in-

crease in cortical synchronization and the invariant cortical

response amplitude, respectively. The findings here present a

highly sensitive, timing-based gating of sensory signaling to

cortex.

Thalamocortical gating of sensory signals
One surprising observation was that the absolute cortical sen-

sory-evoked response amplitude was invariant to thalamic hy-

perpolarization in awake mice, despite a significant increase in
(B) (Left) Grand spike cross-correlograms for VPm spike train inputs to the mode

spike counts for VPm spike train inputs to the model cortical network. Error bar

replacement.

(C) Grand mean (±SEM) rates for all model network excitatory (red) and inhibitory

control versus LED: 4.6% increase, p = 6.853 10�9, Wilcoxon signed-rank test. In

rank test.

(D) (Top) Grand cross-correlograms for 200 randomly selected, valid pairs of netw

to calculate synchrony (±7.5 ms). (Bottom) Grand mean (±SEM) pairwise synchron

control versus LED: 22.4% increase, p = 1.443 10�34,Wilcoxon signed-rank test.

rank test.

(E) Same as in (A), but including ‘‘randomized’’ condition (gray PSTHs), in which

shifted to a later, random time.

(F) Same as in (B, left), but including ‘‘randomized’’ condition (gray CCG).

(G) Same as in (C), but for various choices of p (percent randomized VPm tonic s

(H) Same as in (D, bottom), but for various choices of p. *indicates 0.01 % p < 0

rank test.
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thalamic bursting. At first glance, this appears to contradict pre-

vious work clearly demonstrating the increased efficacy with

which bursts in individual thalamic neurons impact monosynap-

tically-connected cortical neurons at the single synapse level

(Swadlow and Gusev, 2001). Importantly, however, the efficacy

with which a population of thalamic neurons drives cortical

spiking depends on relative spike timing both within a given

thalamic neuron (i.e., tonic versus burst) and across convergent

thalamic neurons (i.e., degree of synchronization). We found

that although thalamic hyperpolarization promoted single-

neuron bursting, there was a surprising decrease in synchronous

thalamic firing in the critical early sensory-evoked response. The

nearly invariant cortical response makes sense in light of this

observation; cortex is extremely sensitive to thalamic spike

timing over this 10-ms period established by the disynaptic

inhibition mediated ‘‘window of opportunity’’ (Pinto et al., 2000;

Wilent and Contreras, 2004, 2005; Gabernet et al., 2005). The

findings here thus coexist with the potency of thalamic bursts

in driving post-synaptic cortical responses at the single synapse

level.

Although the absolute cortical response amplitude was nearly

invariant to thalamic hyperpolarization, the timing precision and

synchrony of the cortical responsewere enhanced by ourmanip-

ulation. Such changes in cortical representations suggest amore

potent input for subsequent downstream signaling and perhaps

enhanced stimulus detectability—despite the invariance of S1

firing rate—but corresponding recordings of the S1 recipient re-

gions and a behavioral assay would be needed to test this hy-

pothesis directly. We also note that the observed changes in

FS synchrony likely play a role in shaping the overall cortical

response we observe, as well as shaping the cortical sensitivity

to timing of the thalamic input through direct interactions with

the excitatory cortical sub-population, but a full exploration

of the excitatory/inhibitory interactions within cortex was beyond

the scope of this investigation. Further, the nature of the short in-

ter-spike intervals (ISIs) within thalamic bursts almost certainly

means that depression at the TC synapse plays a role in deter-

mining the potency of the sensory-evoked cortical response,

as has been previously shown. However, the modeling results

here suggest that single-neuron bursting and across-neuron

synchronous thalamic firing, and how they interact with the

timing sensitivity of cortex established by the disynaptic
l cortical network, for three post-stimulus windows. (Right) Mean synchronous

s indicate 95% confidence intervals from resampling relative spike times with

(blue) neurons for the early (0–30 ms post-stim) response window. Excitatory

hibitory control versus LED: 3.6% increase, p = 2.153 10�13, Wilcoxon signed-

ork inhibitory neurons (see STAR Methods). (Inset) Same, but for window used

y for 200 valid inhibitory pairs (left) and 147 valid excitatory pairs (right). Inh-inh

Exc-exc control versus LED: 8.4% increase, p = 1.743 10�7,Wilcoxon signed-

p = 15% of drawn tonic spike times occurring near the early PSTH peak were

pike times).

.05, ** indicates 0.001 % p < 0.01, *** indicates p < 0.001, Wilcoxon signed-
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feedforward inhibition, are the key role players in the observed

dynamics, although more extensive experiments involving

causal manipulations of these mechanisms would need to be

conducted to more conclusively establish this explanation.

Finally, although not explicitly tested in these experiments, the

results here would suggest that important coding aspects of

this particular pathway, notably velocity and direction tuning,

would be strongly shaped through changes in the timing proper-

ties of the thalamic population, as we have previously shown in

the context of rapid sensory adaptation (Wang et al., 2010).

In several of the analyses here, we combined recorded cortical

units across layers. Although the optical GEVI imaging approach

is focused on S1 layer 2/3, it also likely captures activity above

and below layer 2/3, as well as any cross-laminar processes,

and further obscures any differences across excitatory and

inhibitory sub-populations due to the indiscriminate viral target-

ing. Neurons in VPm thalamus send axonal projections differen-

tially across laminae in S1 (Sermet et al., 2019), likely resulting in

variations in the effects of thalamic hyperpolarization on S1 neu-

rons in different cortical layers. To account for the possibility that

the pooled dataset was not representative of thalamorecipient

neurons, we repeated a subset of our analyses for putative S1

layer 4 neurons, and in each case, we observed the same trends

as in the aggregate data (Figure S5). Note that the identification

of L4 neurons was conducted conservatively, and thus, some of

the non-L4 neurons in the aggregate population are likely also

L4. Importantly, the putative L4 neurons had a larger sensory-

evoked response than the non-L4 neurons, as is apparent in

comparing Figure S5 with Figures 5 and 7, thus likely dominating

the aggregate analysis. Further, note that although the measure-

ments of synchrony in S1 here were limited to the putative FS

neurons due to the relatively low firing rates of the RS neurons,

the modeling results suggest that the RS neurons would also

exhibit an increase in synchrony with thalamic hyperpolarization,

but this must be directly measured in future studies. Regardless,

the qualitative consistency of our cortical results across cell

types, laminar location, and recording modalities suggest that

our observations provide a representative—although by no

means comprehensive—view of the net effects of thalamic spike

timing on cortical sensory responses.

Invariance in baseline thalamic firing activity
In this study, we utilized optogenetic hyperpolarization to bias

thalamic sensory responses toward bursting, without signifi-

cantly changing other dynamics that might indirectly impact sen-

sory responses. One particularly surprising finding here was that

despite optogenetically induced hyperpolarization of thalamus,

the overall baseline firing rate of thalamic neurons was not sup-

pressed, but instead unchanged. Following a transient decrease

in firing rate and then an increase above baseline, the recorded

VPm neurons returned to their original baseline firing rate. This

finding is, however, consistent with other reported observations.

In the visual pathway, for example, optogenetic excitation of the

thalamic-reticular nucleus (TRN) transiently silences the lateral

geniculate nucleus, followed by a return to the original firing

rate at steady state (Reinhold et al., 2015). In the somatosensory

pathway, strong photoinhibition attenuated VPm thalamic firing

rate but failed to quench activity altogether (Halassa et al.,
2011; Poulet et al., 2012; Lewis et al., 2015; Reinhold et al.,

2015; Yu et al., 2016). The most parsimonious explanation given

the observations here is that moderate amounts of hyperpolar-

ization serve to engage the dynamics of the T-type calcium

channels that are inactive at normal baseline conditions, effec-

tively compensating for the loss in tonic spiking due to the hyper-

polarization. Although the optogenetic approach here does not

enable direct observation of the magnitude of the hyperpolariz-

ing input, separate intracellular in-vitro slice experiments where

we repeated the protocol while patching on to VPm neurons re-

vealed relatively modest amounts of hyperpolarization that were

well sustained during constant light illumination. This is impor-

tant, as recent studies have suggested that prolonged activation

of specific opsins can have unintended consequences, notably

here, the possibility of changes in the reversal potential for chlo-

ride (Raimondo et al., 2012). This effect could theoretically result

in changes in the degree of hyperpolarization, although halorho-

dopsin as a pump is less directly affected by immediate (local)

changes in reversal potential compared with channel-based op-

togenetics. Further, with halorhodopsin, there is the potential for

photoinactivation and decreased photocurrents (Zhang et al.,

2019), which could also change the degree of hyperpolarization

over time. Through the combination of the intracellular control

experiments and replication of the primary result through the

IFBmodel, the likelihood that these possible effects played a pri-

mary role here is low, especially over the relatively short time-

scales considered here.

Importantly, beyond the engagement of the T-type calcium

channel burst mechanism upon initial hyperpolarization, it would

seem that additional hyperpolarization would further push the

neuron away from threshold, making it more difficult to burst,

which would predict a corresponding decrease in firing rate.

However, we found that increased hyperpolarization increased

the number of spikes per burst, which served to offset the

decrease in the number of bursts with increasing hyperpolar-

ization. The result is a surprisingly resilient mechanism in

response to this perturbation. It should be noted that other ele-

ments of the circuit likely play a role in the observation here—

for example, the initial decrease in VPm firing rate would

decrease excitation of TRN, subsequently decreasing inhibition

of VPm, which would work synergistically with the intrinsic prop-

erties of the burst mechanism in this compensatory action.

Thepotential role of thalamic bursts in sensory signaling
Almost four decades ago, Crick proposed a provocative hypoth-

esis—that the thalamic-reticular complex serves as a dynamic

gate for attentional control of sensory signaling to cortex (Crick,

1984). Further refinement of this idea suggested that the switch-

ing between tonic and burst firing modes of thalamic neurons

that is facilitated by the unique dynamics of the T-type calcium

channels that are prevalent in the thalamus could establish a

context dependent signaling (Sherman and Guillery, 2002; Sher-

man, 2005). In this framework, burst spiking would promote the

detection of salient sensory features, whereas tonic spiking

would promote the transmission of details about the nature of

the sensory stimulus. Furthermore, the thalamic burst would

also potentially provide a ‘‘wake-up call’’ to cortex (Sherman,

2001a), garnering attentional resources that ultimately would
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serve to switch the thalamic mode of firing to tonic through de-

polarizing corticothalamic feedback. As attractive a framework

as this is, it is also a daunting theory to test experimentally due

to the complexity of the circuit, the required specificity of

recording and manipulation, and, ultimately, the need to cast in

the context of changing states of arousal during trained behav-

iors. Previous anesthetized studies have made substantial prog-

ress toward this goal. For example, sensory-evoked thalamic

bursting under anesthesia has been shown to be well driven by

the appearance of salient sensory features (Lesica and Stanley,

2004; Alitto et al., 2005; Denning and Reinagel, 2005), which pro-

motes the detection of change in the sensory input from the

perspective of an ideal observer of thalamic spiking (Lesica

and Stanley, 2004), and this sensitivity is strongly shaped by

thalamic state (Lesica et al., 2006). Further studies showing the

sensitivity of sensory cortex to spontaneous (non-sensory)

thalamic bursting during wakefulness (Swadlow and Gusev,

2001) seem to set the stage for at least part of the overarching

coding scheme in which the cortical response would be ampli-

fied by the thalamic bursts in ‘‘detect’’ mode.

In opposition to this view, some have noted that because

ongoing thalamic spontaneous bursting events are particularly

prominent during slow wave sleep and under anesthesia, they

likely play no role in sensory signaling duringwakefulness.Howev-

er, this has been largely disproven, with low rates of bursts occur-

ring both spontaneously and during naturalistic stimuli in awake

somatosensory (Swadlow and Gusev, 2001; Stoelzel et al.,

2009; Wright et al., 2021), visual (Niell and Stryker, 2010), and

auditory systems (Massaux et al., 2004). Further, we have shown

previously in the awake, head-fixed rat (Whitmire et al., 2016) and

mouse (Wright et al., 2021) that rapid sensory adaptation has a

particularly strong effect on sensory-evoked burst firing, suggest-

ing that the adaptive changes in bursting may play an important

role in perceptual adaptationduringwakefulness. Thus, it is critical

to precisely probe the effects of sensory-evoked thalamic bursting

on cortical sensory representations during wakefulness and spe-

cifically to test the decades-old ‘‘wake-up call’’ hypothesis.

To this end, an optogenetic manipulation approach was adop-

ted to gain systematic control over thalamic burst/tonic firing

modes, and the functional effects were precisely quantified at

the level of thalamus and primary sensory cortex. During normal

physiological conditions, the thalamus receives a range of com-

plex, excitatory and inhibitory inputs that interact with the intrinsic

cell properties to collectively set the baseline membrane potential

and firing rate of these neurons as a function of behavioral state.

Cortex also exhibits profound changes in ongoing and sensory-

evoked firing across states of wakefulness, and there is strong ev-

idence that thalamic activity itself is a prominent driver of cortical

state (Poulet et al., 2012). However, because thalamus and cortex

are densely interconnected through feedforward and feedback

projections and are both subject to a range of othermodulatory in-

puts, it is generally difficult to infer directions of causality. The

approach here enabled the disentangling of these interactions

by probing the downstream effects of sensory-evoked thalamic

bursting and synchronous firing per se, independent of the

many other naturally occurring fluctuations. We do not suggest

that the thalamic hyperpolarization mimics a particular behavioral

state but rather that it provides an opportunity to bias thalamic
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sensory responses toward burst firing mode, so that we might

probe the consequences for cortex. Such targeted manipulations

are critical to understanding state-dependent sensory signaling in

this complex circuit more generally.

In the experiments presented here, in the absence of optoge-

netic manipulation, bursting represents approximately 15% of

the total sensory-evoked response, compared with greater

than 30% during imposed thalamic hyperpolarization. Thus,

even in the absence of optogenetic manipulation, the bursting

is not insignificant, and determining the effects of thalamic bursts

on cortex is relevant even under normal conditions. It is also

important to note that awake, head-fixed mice likely explore a

much narrower range of behavioral (e.g., arousal) states than

occur in naturalistic settings. It is well known that states of low

arousal are directly correlated with thalamic burst firing modes,

thus predictive of more sensory-evoked burst firing than we

observed here. Although the experimental preparation used

here provides the requisite stability to perform precise stimula-

tion and recording, a complementary scenario for exploring the

role of bursting across states of wakefulness would involve freely

moving rodents visiting a wider range of behavioral states. These

kinds of studies, in concert with those providing even more pre-

cise control of thalamic firing modes (e.g., via closed-loop feed-

back control of neural activity; Bolus et al., 2018, 2021) need to

be employed to more effectively and comprehensively explore

the coupling across brain regions and behavioral states.

Although the results here in the awake brain demonstrate that

the absolute S1 sensory-evoked response was invariant to

thalamic hyperpolarization and even diminished relative to back-

ground cortical activity despite potent sensory-evoked thalamic

bursting, what emerges is increased timing precision, increased

focus of spatial activation, and a corresponding synchronization

of the cortical sensory-evoked response that collectively could

promote detectability. Given the likely timing sensitivity of down-

stream brain structures in the sensorimotor arc, the synchroniza-

tion of cortical activity may in fact be a more critical element of

cortical signaling than overall magnitude, supported by behav-

ioral work demonstrating the importance of cortical synchrony

over firing rate (Jadhav et al., 2009). Taken together, the results

here point to timing rather than response magnitude as a funda-

mental currency of the TC circuit, presenting a dynamic, timing-

based gating of sensory signaling to cortex that has strong impli-

cations for detectability and discriminability in complex sensory

environments.
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REAGENT or RESOURCE SOURCE IDENTIFIER

Bacterial and virus strains

AAV-5-CamKinaseII-eNph3.0 Gradinaru et al., 2010 Addgene, viral prep number 2966-AAV5

AAV-1-hsyn1-ArcLight Jin et al., 2012 Addgene, plasmid number 36857

Deposited data

Electrophysiology and imaging data This paper https://doi.org/10.5061/dryad.dbrv15f3n

Experimental models: Organisms/strains

Mouse: C57BL/6J N/A Jackson Laboratory cat# 000664

Mouse: NR133 Gerfen et al., 2013 Jackson Laboratory

Software and algorithms

Matlab N/A https://www.mathworks.com/products/matlab.html

Python 3.8.9 N/A https://www.python.org/

KiloSort2 Steinmetz et al., 2021 https://github.com/MouseLand/Kilosort

Phy N/A https://github.com/cortex-lab/phy

Plexon Offline Spike Sorter N/A https://plexon.com/products/offline-sorter/

Analysis and modeling code This paper https://doi.org/10.5061/dryad.dbrv15f3n
RESOURCE AVAILABILITY

Lead contact
Further information and requests for data or code should be directed to and will be fulfilled by the lead contact, Garrett B. Stanley

(garrett.stanley@bme.gatech.edu).

Materials availability
This study did not generate new unique reagents.

Data and code availability
d All data reported in this paper’s figures have been deposited at Dryad and are available at the DOI listed in the key re-

sources table.

d All code for generating figures has been deposited at Dryad and is available at the DOI listed in the key resources table.

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
EXPERIMENTAL MODEL AND SUBJECT DETAILS

All procedures were approved by the Institutional Animal Care and Use Committee at the Georgia Institute of Technology and were in

agreement with guidelines established by the National Institutes of Health. Experiments were performed on adult (6 – 15 weeks) male

and female Mice. Mice strains included C57BL/6J (Jackson Laboratories) and the transgenic NR133-Cre (Gerfen et al., 2013) on a

C57BL/6J background mice.

METHOD DETAILS

AAV delivery
At least 5 weeks prior to experimentation, 6-week-old male and female C57BL/6J (Jackson Laboratories) mice were injected with

different viral constructs either in the ventral posteromedial (VPm) thalamic region with AAV-5-CamKinaseII-eNph3.0 (Addgene/

UNC Viral Vector core) for optogenetic modulation, in the primary somatosensory (S1) cortex with AAV-1-hsyn1-ArcLight

(Addgene/UPenn Viral Vector Core) for optical voltage imaging, or both. For surgical procedures, mice were anesthetized using iso-

flurane (3-5%). After the mouse was fully anesthetized, small craniotomies were placed over the regions of interest and were aligned

using stereotaxicmeasurements (For VPm, 1.8mm lateral frommidline by 1.8mmcaudal frombregma). For cortical expression, either
e1 Neuron 110, 2836–2853.e1–e8, September 7, 2022

mailto:garrett.stanley@bme.gatech.edu
https://doi.org/10.5061/dryad.dbrv15f3n
https://www.mathworks.com/products/matlab.html
https://www.python.org/
https://github.com/MouseLand/Kilosort
https://github.com/cortex-lab/phy
https://plexon.com/products/offline-sorter/
https://doi.org/10.5061/dryad.dbrv15f3n


ll
Article
single or multiple injection sites were used surrounding the barrel cortex (centered at 1.5mm caudal from bregma and 3mm lateral

from midline). The virus was loaded into a modified Hamilton syringe (701-N) with a �35 micron borosilicate glass pipette tip or a

Hamilton Neuros Syringe. The syringe was initially lowered to the corresponding depth below the surface (for VPm: 3mm and For

S1: 0.5mm) and the tissue was allowed to rest for 1 minute before injection. Both sites received injections of 0.5-1ml of viral construct

at a flow rate of 0.1ml/minute. After injection, the pipette remained in place for an additional 5 minutes before slowly being removed

from the brain. The bore holes were filled with either bone wax or left to close naturally. Throughout injection, mice were kept warm

using a water heating system to maintain body temperature. See Figure S1 for histological validation of expression of halorhodopsin

in thalamus and ArcLight in S1.

Awake Animal Preparation
At least four weeks after ArcLight and eNphR3.0 viral injection, mice were anesthetized under isoflurane and were implanted with a

head-plate. Over the course of 5-14 days preceding the first imaging experiment, mice were routinely handled to gain familiarity with

the imaging system and immobilization device. During this acclimatization period, mice were head fixed for increasingly longer pe-

riods of time, from 15 minutes to 1.5 hours. During stimulation of the whisker, mice were prevented from interacting with the whisker

stimulator by obstructing the path from the paws to the whisker. Mice were rewarded with sweetened milk (Nestle, Ltd.) throughout

imaging. After at least 5 days of handling and acclimating, mice became tolerant to immobilization in the headplate restraint system.

During passive stimulation of the whiskers, the mice often actively moved their whiskers. Therefore, the whisker stimulator was

placed relatively close (5mm) to the face to prevent the whisker from slipping out of the manipulator; however, the amplitude of

the deflection was adjusted to maintain a consistent angular velocity (1200 deg/s).

Whisker stimulation
Whisker stimulation was similar to that utilized previously (Borden et al., 2017). Briefly, individual vibrissae of the mice were deflected

by a high fidelity (1 KHz) galvanometer system (Cambridge Technologies). A whisker stimulus was applied by positioning the custom

designed galvanometer 5-10mm from the face and delivering an exponential sawtooth (rise and fall time = 5ms). The waveform stim-

ulus velocity was taken by averaging the time to peak velocity of the stimulus. The velocity was adjusted based on distance from

the face.

Thalamic and cortical electrophysiology
For thalamic electrophysiology, a small craniotomy was made over the primary whisker sensitive thalamic ventral-posterior medial

(VPm) region of the mouse, around the injection site, using stereotactic coordinates (see above). VPm was then mapped under

anesthesia using either a 2MOhm tungsten electrode (FHC) or 32-channel silicon probe (NeuroNexus Technologies). The mapping

electrode was slowly lowered below the cortical surface during manual stimulation of the whiskers, while spiking activity (threshold

crossings of high-pass filtered voltages) was monitored using the data acquisition system. We stopped descending when we re-

corded whisker-driven spiking activity at a depth consistent with VPm (typically 2900 – 3600 mm below the surface). We then

used the galvanometer to present precise single-whisker stimulation, and confirmed that multi-unit activity was consistent with elec-

trophysiological features of VPm. Specifically, the electrode was determined to be located in VPm if the peri-stimulus time histogram

(PSTH) contained a peak response 3ms - 10ms after a 1200 degree/s punctate single whisker stimulus and did not have a latency shift

by more than 20ms after 1s of a 10Hz adapting stimulus (Wang et al., 2010). The principal whisker was determined by the largest

30ms PSTH response of multiple neighboring whiskers. We then noted the depth and stereotactic coordinates of this recording

site and slowly retracted the mapping electrode, sealed the craniotomy, and returned the mouse to its home cage. During awake

recording sessions, we targeted the same location for recording, briefly repeating the above steps to confirm electrode location.

We recorded thalamic spiking using either a 2MOhm tungsten electrode (FHC) with 200 mm attached optical fiber, or a

32-channel silicon probe array with 100 mmattached optical fiber (A1x32-Poly3-5mm-25s-177-OA32LP, NeuroNexus Technologies).

For cortical recordings, initial mapping was conducted using cortical ArcLight voltage imaging or intrinsic imaging (see below). Once

the target cortical column (barrel) was identified and confirmed, a 32-channel linear silicon probe (A1x32-5mm-25-177, NeuroNexus

Technologies) or single tungsten electrode (FHC) was inserted. For both thalamic and cortical electrophysiology, after the conclusion

of the study either a small 7uA 10s lesion, or a fluorescent dye was placed near the recording location and confirmed using post-

mortem histological validation. Neuronal signals were band-pass filtered (500Hz–5KHz), digitized at either 24.414 or 30 KHz/channel

and collected using either a 96-channel (Blackrock Microsystems, Salt Lake City, UT, USA), or a 64-channel (Tucker-Davis Technol-

ogies, Alachua, FL, USA) data-acquisition system.

Awake cortical fluorescent arclight imaging
ArcLight transfected mice were imaged through the thinned or removed skull using a two-camera system: a Scimedia Imaging sys-

tem to measure cortical ArcLight spatial activity, and a custom camera to measure hemodynamic activity for subtraction. The cortex

was imaged using a 184 x123 pixel CCD Camera, MiCam2 HR Camera (Scimedia, Ltd) to capture ArcLight, and a Basler Ace

(acA1920-155um) 480 x 180 pixel (4x4 binned) CMOS Camera to capture auto-fluorescence, at 200 Hz with a tandem lens micro-

scope. The entire cortical area was illuminated at 465 nm with a 400 mW/cm2 LED system (Scimedia, Ltd.) to excite the ArcLight

fluorophore and background auto-fluorescence. The excitation light was projected onto the cortical surface using the first dichroic
Neuron 110, 2836–2853.e1–e8, September 7, 2022 e2
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mirror (bandpass: 475/625nm, Semrock, Inc.). Collected light was passed through a second dichroic mirror (Longpass cutoff:

495 nm, Semrock, Inc.) for collection of the ArcLight and auto-fluorescence signal. The auto-fluorescence signal was filtered with

a bandpass filter between the wavelengths of 465/75 nm (Semrock, Inc). The ArcLight signal was filtered with a bandpass emission

filter between wavelengths of 520∕35 nm (Semrock, Inc.). The imaging system was focused approximately 300mmbelow the surface

of the brain to target cortical layer 2/3, although the imaging likely captures fluorescence from the cell bodies as well as neuropil

above and below layer 2/3.

Anesthetized cortical fluorescent arclight & intrinsic imaging
ArcLight transfected mice were imaged through the thinned or removed skull using a Scimedia Imaging system to measure

cortical spatiotemporal activity (leveraging a single camera setup). The cortex was imaged using a 184x123 pixel CCD Camera,

MiCam2 HR Camera (Scimedia, Ltd) at 200 Hz, and a tandem lens macroscope. The entire cortical area was illuminated at

465 nm with a 400 mW/cm2 LED system (Scimedia, Ltd.) to excite the ArcLight fluorophore. The excitation light was further filtered

(cutoff: 472-430 nm bandpass filter, Semrock, Inc.) and projected onto the cortical surface using a dichroic mirror (cutoff: 495 nm,

Semrock, Inc.). Collected light was filtered with a bandpass emission filter between wavelengths of 520-535 nm (Semrock, Inc.). The

imaging system was focused approximately 300mm below the surface of the brain to target cortical layer 2/3. For intrinsic imaging of

the hemodynamic response, the cortical surface was illuminated by a 625nm red LED (ThorLabs), and imaged with the same camera

system as above, at a temporal resolution of 10Hz. During intrinsic imaging, no emission filters were used. In order to evoke a cortical

intrinsic response, the whisker was repetitively stimulated at 10Hz for 6 seconds.

Functional fluorescent mapping of barrel cortex
The mouse’s whisker system was first mapped by imaging the rapid ArcLight response to a high velocity (1200 Deg/s) sensory stim-

ulus separately applied to three different whiskers. The resulting whisker response averaged over 20 trials was determined to be

associated with a principal whisker, and barrel, if the evoked response was spatially limited to roughly a 0.2 mm x 0.2 mm area

25-30ms after stimulation. Additionally, the response was determined to be originating from the barrel field if the center of mass

of activation moved consistently with the histologically defined barrel field and was within the standard stereotaxic location of S1

(�3mm lateral, 0.5-1.5mm from bregma). After mapping, a single whisker was deflected in a way as to emulate a high velocity

slip-stick event (1200 deg/s), either with or without thalamic optogenetic hyperpolarization.

Simultaneous imaging and thalamic optogenetic manipulation
After mapping both the thalamic and cortical regions, an optrode (2M Ohm tungsten electrode mounted to a 200 mm optic fiber) was

positioned to the stereotaxic locations of the pre-mapped thalamic region and lowered to the corresponding depth. Once a single

thalamic unit was identified using the above constraints, the unit was determined to be sensitive to optical stimulation by briefly

(1-2s) hyperpolarizing the cells using �17mW/mm2 (LED condition) or �35mW/mm (double LED condition) (unless otherwise noted)

at 590nm from an LED light source (Thorlabs, M590-F1). Each cell was determined to be a thalamic optically sensitive unit if the light

caused a transient decrease in firing rate or if the cessation of the 590nm light caused a rebound burst (Brecht and Sakmann, 2002).

After identifying an optically sensitive thalamic unit, the whisker stimulus was presented under various light conditions. Light stimu-

lation was presented 500-750ms preceding and following whisker deflection. There was at least a four second interval between stim-

ulus deliveries to allow for recovery of halorhodopsin (eNphR3.0). Each session imaged 200ms-1s of frames preceding whisker stim-

ulation to measure spontaneous activity. Prior to use, light power was measured from the tip of the ground optical fiber before each

experiment to maintain approximate light intensities delivered to each cell. Although the in-vivo optogenetic implementation pre-

cludes precise knowledge of the degree of hyperpolarization of the thalamic neurons due to variations in opsin expression, position

of optic fiber relative to cells, etc., a separate set of in-vitro, brain slice experiments showed that VPm neurons were hyperpolarized

by �15-25 mV for the light levels utilized (see Figure S2). Given that in the in-vitro experiments, light was presented more directly to

the VPm neurons expressing halorhodopsin, and that in the in-vivo experiments the presentation of light did not completely silence

the neurons, it is likely that the in-vitro experiments were an upper-bound for the in-vivo case, and the actual hyperpolarization

induced in-vivo was less than that of the in-vitro experiments. During light delivery, the downstream cortical response was recorded

using either electrodes for cortical electrophysiology or voltage imaging as described above. The optogenetic and viral expression of

each experiment was verified through confocal and brightfield imaging of fixed slices.

The LED light intensity used for optogenetic stimulation is within the published range of light stimulation (35mW/mm2 is estimated

from ourmaximumpowermeasure of�1.1mW through a 200mmfiber) (Stujenske et al., 2015; Owen et al., 2019). Further, studies that

have directly quantified the effects of optical stimulation on local tissue heating and neural activation (in the absence of opsin expres-

sion) have found no significant difference in the firing rate change for 1mW light intensity (Stujenske et al., 2015) or minor firing rate

changes for 3mW light intensity, but no behavioral effects (Owen et al., 2019). See Figure S4 for controls that demonstrate a lack of

light effects and lack of confounding interactions between optogenetic activation of VPm thalamus and GEVI imaging in cortical S1.

Anesthetized electrophysiology
A subset of experiments was conducted with mice under light anesthesia, as a control. These mice were initially anesthetized using

isoflurane (3-5%) and then placed on a heated platform (FHC, Inc.) in a stereotaxic nose cone to maintain anesthesia. A large incision
e3 Neuron 110, 2836–2853.e1–e8, September 7, 2022



ll
Article
was placed over the animal’s skull, and the connective tissue and muscle surrounding the skull was removed using a fine scalpel

blade. A modified headplate was attached using dental acrylic (Metabond) and secured to the skull. For cortical imaging, the skull

was thinned with a dental drill until transparent, or removed entirely and covered with saline or ringers’ solution. After surgery, the

isoflurane levels were dropped to �<1% for imaging and electrophysiology, the procedures for which were identical to those for

the awake animal. The animal’s vitals (heart rate and respiratory rate) were constantly measured for tracking anesthesia depth.

Histology
Histological procedures were similar to those utilized previously (Borden et al., 2017), to validate ArcLight in S1 and/or opsin expres-

sion in VPm thalamus. Histological samples were prepared by perfusing the animal transcardially with phosphate buffered saline

(PBS) followed by 4% paraformaldehyde. Brains were post-fixed overnight in 4% paraformaldehyde then transferred to PBS before

sectioning. Thick sections were cut using a vibratome (100 mm, Leica, VTS 1000) and either directly mounted or saved for staining.

See Figure S1 for histological validation of expression of halorhodopsin in VPm and ArcLight expression in cortex.

Integrate & Fire or Burst (IFB) Modeling
To further explore the surprising finding of relatively invariant baseline firing rates during hyperpolarization of VPm thalamus, we uti-

lized a biophysically inspired model of thalamic burst/tonic firing. Specifically, we suggest that this finding was a consequence of the

burst mechanism, and not the result of possible confounds related to previously reported changes in reversal potential of chloride

during prolonged periods of halorhodopsin activation (Raimondo et al., 2012). The Integrate and Fire or Burst (IFB) model was derived

frompreviously publishedmodels of thalamic function from the LGN (Smith et al., 2000; Lesica and Stanley, 2004; Lesica et al., 2006).

In order to simulate the experimental parameters and account for changes in thalamic activity, some additional terms and parameters

were added and adjusted. Additionally, we generated ongoing activity using two methods, either injected current noise or synaptic

events, with both showing the same results. The results shown here use the synaptic event model where IPSCs and EPSCs are

modulated as fixed inputs. The model itself was written and analyzed using custom scripts in Matlab 2016a.

The model is based on modifications of the standard integrate and fire model representing the effects of integrated synaptic cur-

rents on membrane voltage:

C
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The following parameters were used to simulate thalamic activity: C = 2uF=cm2, gL = 0:035 mS=cm2; gT = 0:07 mS=cm2, VL =

� 65mV, Vreset = � 45mV, Vh = � 68mV, VT = 120mV, t +
h = 0:1s, th

� = 0:02s, ts = 1e � 2uF=cm2, Threshold = � 35mV,

IHalo = 0 � 1uA=cm2. EPSPs occurred at a rate EPSPrate = 1 � 25Hz, where each excitatory post-synaptic event had a peak of

3nA=cm2, and decayed according to the above first-order differential equation for IEPSC. Similarly, IPSPs occurred at a rate of

IPSPrate = 0 � 5Hz,where each inhibitory post-synaptic event had apeakof 1uA=cm2, anddecayed according to the above first-order

differential equation for IIPSC. To simulate the different levels of thalamic activity, we varied the rates of EPSP inputs on the thalamic

model (based on published ranges of thalamic activity (Urbain et al., 2015)). IPSPs were simulated at a much lower rate (20% of

EPSP rate) to add additional variability to baseline activity. Themodel outputs represent the average responseof 100 simulated thalamic

neurons in response to various levels of thalamic hyperpolarization and baseline activity. The model was updated at 1ms steps. The

absolute refractory period was set to 1ms.

Cortical E-I modeling
We constructed a simple model of the thalamocortical network using custom scripts written in Python 3.6.10, as described (Wright

et al., 2021). We modeled a single cortical barrel as a clustered network of excitatory and inhibitory single-compartment leaky inte-

grate-and-fire (LIF) neurons, subject to excitatory thalamic and non-thalamic synaptic inputs. For each condition, we simulated 50

trials (200 ms per trial), with a time-step of 0.05 ms. This network mimics the numerical expansion of neurons at the thalamocortical
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junction, and incorporates several known properties of thalamocortical and intracortical connectivity. We previously tuned model

parameters to produce qualitatively realistic velocity tuning curves (Wright et al., 2021), and adopted those same parameters here.

Model of VPm barreloid
We modeled a single VPm barreloid as forty independent spike trains. The grand mean pre-stimulus firing rate was set equal to the

empirical grand-mean VPm rate in a 30 ms pre-stimulus window for each condition (9.14 Hz for control and 7.34 Hz for LED, calcu-

lated from the 46 sensory-responsive VPmunits recorded via silicon probe). The ongoing and evoked rates for each neuronwere then

multiplied by a rate modulation factor drawn from a skewed gamma distribution (with a shape value of 2.0, a scale value of 1.0, then

re-scaled to have a mean value of 1.0), to mimic the broad firing rate distributions of VPm neurons previously reported (Pinto et al.,

2000; Bruno and Simons, 2002; Wang et al., 2010; Whitmire et al., 2016). Tonic and burst spike times for a given neuron were then

drawn from their associated empirical PSTHs, and multiplied by the neuron’s rate factor. For tonic spikes, we required a minimum

inter-spike interval (ISI) of 4 ms for all spikes drawn for a given neuron and trial. We modeled bursts as triplets of spikes: we first drew

one spike time from the empirical burst PSTH, and then added spikes 1.25 ms before and after this central spike. We further required

at least 2 ms of silence before the first spike in each burst, and excluded any bursts with spike times that fell outside of the trial win-

dow. Model VPm neurons were independent, in that spike times for each neuron were drawn independently. In this standard model,

we did notmake any additional assumptions regarding evoked VPm synchrony in the control and LED conditions, but by construction

this resulted in across-condition synchrony effects that were consistent with the experimental observations. In our alternate models,

we manually manipulated the rate of synchronous tonic spiking across VPm spike trains, while holding the rate of tonic and burst

spikes fixed. Specifically, for each sensory-evoked tonic VPm spike that occurred within +/- 5 ms of the VPm tonic PSTH peak,

we moved the spike away from the PSTH peak with probability P (repeating this simulation for P = 0.05, 0.15, 0.25). The new spike

time was the grand PSTH peak time plus a random value. To obtain this random value, we first drew a spike time from a normal dis-

tribution with zero mean and standard deviation of 20 ms, took the absolute value, and added 5 ms.

Thalamocortical connectivity
Non-zero thalamocortical (TC) synaptic weights were broadly distributed, and we implemented differential TC connectivity by

imposing higher TC convergence (Bruno and Simons, 2002; Cruikshank et al., 2007) and shorter synaptic latencies (Cruikshank

et al., 2007; Kimura et al., 2010) for inhibitory neurons, and requiring that VPm neurons with the highest mean rates synapsed

only onto inhibitory neurons (Bruno and Simons, 2002). Because we sought to investigate the effects of changes in synchronous

thalamic spiking and single-neuron bursting on downstream network activity, we did not impose activity-dependent depression at

the TC synapse. Given the very short intervals between burst spikes, the relatively slow recovery of a given thalamocortical synapse

following the first spike in a burst would in principle diminish the efficacywith which subsequent spikes in the burst drive postsynaptic

targets. Yet we show here that this consideration is not required to match experimental observations.

Each VPm neuron synapsed onto a subset of cortical network neurons via a set of thalamocortical (TC) synapses, with at most one

synapse between each VPm and each network neuron. As done previously (Wright et al., 2021), we implemented differential TC con-

nectivity by setting higher TC synaptic convergence (Bruno and Simons, 2002; Cruikshank et al., 2007) and shorter synaptic latencies

(Cruikshank et al., 2007; Kimura et al., 2010) for inhibitory than for excitatory neurons, and also by requiring that VPmneurons with the

highest firing rates synapse exclusively onto inhibitory neurons (Bruno and Simons, 2002), which generally supported strong feedfor-

ward inhibition in this model network.

Each thalamic spike resulted in a postsynaptic conductance in each postsynaptic cortical neuron, and we tuned the TC synaptic

conductance amplitude such that near-simultaneous firing of multiple thalamic neurons was required to evoke action potentials in

target neurons (Bruno and Sakmann, 2006) when intracortical synaptic strengths were set to zero.

Model of S1 network
We modeled a single cortical column as a network of 800 excitatory and 100 inhibitory LIF neurons with ‘‘small-world’’ connectivity,

as described previously (Wright et al., 2021). We tuned network connectivity parameters such that thalamic and random external in-

puts together could evoke bouts of persistent network firing on a given trial, but without runaway firing. For network LIF neurons, we

selected intrinsic excitatory and inhibitory neuronal properties that were consistent with previous modeling studies, and/or were

motivated by previous experimental work, as described previously (Wright et al., 2021). Generally, inhibitory neurons had shorter

membrane time constants and refractory periods than excitatory neurons, and excitatory neurons were subject to spike-rate

adaptation.

For each condition, we simulated 50 trials, each lasting 200 ms (including a 50 ms ‘‘buffer window’’ to allow the network to reach

stead-state, a 50 ms ‘‘pre-stimulus’’ window, and a 100 ms ‘‘post-stimulus’’ window), with a time-step of 0.05 ms. At each time-step,

the membrane potential V of a given network neuron evolved according to its synaptic inputs, as described previously (Wright

et al., 2021).

We employed alternate models to parse the roles played by changes in thalamic bursting per se, and by changes in synchronous

thalamic spiking. In these alternate models, we manually manipulated tonic spike times to effect changes in the rate of synchronous
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tonic input spikes, while holding mean tonic and burst rates fixed. Specifically, for each trial and spike train, we probabilistically

relocated tonic spikes that occurred within +/- 5 ms of the early PSTH peak to a later (random) time within approximately the first

30 ms post-stimulus.

For each model, we calculated the grand mean +/- SEM firing rates for all neurons, for an ‘‘early’’ (0 – 30 ms post-stimulus) and

‘‘late’’ (60 – 100 ms post-stimulus) response window, where stimulus onset time represents the time of galvo deflection onset, or

t = 0 in the empirical VPm PSTH. For cortical network synchrony analysis, we randomly selected 200 excitatory and 200 inhibitory

neuron pairs. We then calculated synchrony for each ‘‘valid’’ pair, i.e., each of these pairs with at least one relative spike time in

the 30 ms post-stimulus window across all trials. For the VPm spike train synchrony analysis, we randomly selected 50 VPm neuron

pairs, and repeated the procedure described above for the experimental VPm data. Note that we used this calculation to confirm that

drawing thalamic spike times from the empirical VPm PSTHs, and assuming independence across these input spike trains, was suf-

ficient to reproduce the empirical trends in synchronous thalamic spiking.

QUANTIFICATION AND STATISTICAL ANALYSIS

Thalamic electrophysiology data analysis - Mean response, burst ratio, synchronous spike counts
We report several different basic measurements of spiking activity from our thalamic units including evoked response and evoked

bursting response. Thalamic firing activity was reported as PSTHs with units of firing rate in Hz, calculated as the number of spikes

within a bin, divided by the size of the bin (see individual plots for bin size). We determined thalamic evoked response as the initial

response (0-30ms) to sensory stimuli, reported as the number of spikes per stimulus averaged over many trials (9-102 trials). The

corresponding evoked bursting response was determined as the number of bursting spikes per trial in that same post stimulus

period. Bursting spikes were defined as 2 or more spikes that fire at most 4ms apart preceded by 100ms of silence. The 100ms

pre-stimulus activity is based on reported values for T-type calcium bursts (Lu et al., 1992; Swadlow and Gusev, 2001; Whitmire

et al., 2016). All data analysis of the recorded extracellular thalamic units was accomplished using customMatlab and Python scripts.

We calculated the mean synchronous spike counts using all pairs of sensory-responsive thalamic neurons recorded simulta-

neously using silicon probes, as described previously (Wright et al., 2021). Briefly, for each pair of simultaneously recorded, sen-

sory-responsive single-units, we considered the spike times in a brief (10ms) post-stimulus window, and calculated the relative spike

times (which ranged from +20 ms to -20 ms). We repeated this for all pairs, populating a grand set of relative spike times, separately

for each light level, generating the spike cross-correlogram (CCG). We then summed the CCGbetween +5ms and -5ms, and divided

by the number of contributing pairs. We repeated these steps using an equivalent number of random relative spike times, and

subtracted the synchronous spike counts for these shuffled relative spike times from the true synchronous count. This yielded the

‘‘mean synchronous spike count (shuffle-corrected)’’, or the average number of synchronous spike counts per pair, beyond what

would be predicted from pairs of neurons with randomized relative spike times. We calculated 95% confidence intervals by re-sam-

pling the relative spike times with replacement. We performed this analysis for three separate windows: 0 – 10 ms, 10 – 20 ms, and

20 – 30 ms post-stimulus.

Thalamic and cortical electrophysiology data analysis
Offline spike sorting was accomplished using either the Plexon Offline Spike Sorter v4 (Plexon, Inc, for tungsten electrode thalamic

recordings), or KiloSort2 (Steinmetz et al., 2021), followed by curation in Phy (for silicon probe recordings in thalamus and cortex). We

then required each unit to satisfy various criteria in order to be considered awell-isolated single-unit. We first calculated the signal-to-

noise ratio (SNR), or the amplitude of the mean waveform (trough-to-peak) divided by the standard deviation. Second, we calculated

the inter-spike-interval (ISI) violation percentage, or the percentage of all spikes within the 0 – 1 ms inter-spike interval. We required

the SNR to be greater than or equal to 2 (3), and the ISI violation percentage to be less than or equal to 1 (1.5) for cortex (thalamus).

Cortical single-units were classified as putative Regular Spiking Units (RSUs) or Fast Spiking Units (FSUs) based on the character-

istics of the spike waveform (McCormick et al., 1985; Niell and Stryker, 2010; Guo et al., 2017; Speed et al., 2019; Yu et al., 2019).

Specifically, units with a spike-width exceeding 0.4 ms (defined as trough-to-peak) were classified as RSUs, and below this as FSUs.

For thalamic single-units, we required the spike-width to exceed 0.3ms, as narrower waveforms could reflect activity at TRN synaptic

terminals (Barthó et al., 2014). For multi-unit data, we measured threshold crossings from the continuously recorded thalamic or

cortical activity. Thalamic multiunit activity was captured using a threshold criterion of 5 standard deviations over the entire recording

(Yang et al., 2016). For cortical multiunit recordings, a manual threshold was set based on each experiment. Additional data analysis

utilized custom scripts using Matlab (Mathworks, Inc).

Cortical units were initially analyzed together, across recording sites, as the dataset was not sufficient to confidently assess any

cross-laminar effects. However, we did repeat some analyses using only putative layer 4 (L4) units, identified usingmethods similar to

those described previously (Sederberg et al., 2019), as L4 was particularly important to this study as the primary thalamorecipient

cortical layer. Briefly, for each experiment, we first calculated the across-trial average local field potential (LFP, or 2 – 200 Hz band-

pass-filtered voltage traces) and multi-unit (MU, threshold crossings of 150 Hz highpass-filtered voltage traces) responses to

punctate whisker deflections. We then calculated the current source density (CSD) profile of the LFP responses. Finally, we used

a combination of the amplitudes and latencies of LFP deflections, the locations and latencies of CSD sinks, the amplitudes and la-

tencies of MU firing, and the approximate probe depth to estimate the center of L4. Specifically, L4 is expected to be 400 – 600 mm
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below the cortical surface, and exhibit short-latency, large-amplitude LFP and MU responses, and a short-latency CSD sink. We

required at least two of the three electrophysiological signals (LFP, CSD, MU) to provide qualitative agreement on the L4 center,

and for this center to be between 400 and 600 mm below the estimated cortical surface, which excluded one of the six experiments

from this analysis. Finally, we considered L4 channels to be those between 100 mm above and 100 mm below the central channel. A

cortical single-unit was deemed a putative L4 unit if the channel on which its mean waveform was largest was included in the list of

putative L4 channels.

Cortical firing activity was reported as PSTHs with units of firing rate in Hz, calculated as the number of spikes within a bin, divided

by the size of the bin (see individual plots for bin size). All cortical spikes within a 1ms ISI were removed from analysis (and this was

<1% of total). Synchrony across cortical single-units was computed from spike cross-correlograms across recorded pairs. Specif-

ically, synchrony was defined as proportion of spikes from the full (+/- 100ms) cross-correlogram that were in a central +/- 7.5ms

window (Wang et al., 2010; Whitmire et al., 2016). To determine the number of needed synchronous events to accurately measure

synchrony, we simulated two neurons with a �5% change in synchrony (assuming a normal distribution). We found that approxi-

mately 50 events were required to accurately separate the two distributions.

Voltage imaging data processing
Raw images were loaded and converted from the SciMedia ‘‘. gsd’’ format using custom scripts and down-sampled by a factor of

two. Each dataset was first normalized to a %DF/Fo measurement by subtracting and dividing each trial by the temporal average of

the frames 0 to 200ms preceding light delivery (Fo). Note that throughout the analyses, the negative of the change in fluorescence is

reported so that an increase in neural activity corresponds to a positive increase in the fluorescencemeasure. In two instances, where

200ms of preceding LED onset activity was not captured, the Fo was taken as an average 200ms period across no-stimulus trials.

Hemodynamic noise was removed using a PCA background subtraction method. As described in detail (Borden et al., 2017), in vivo

ArcLight imaging overlaps with the hemoglobin absorption spectrum, and therefore contains hemodynamic noise that must be

removed for analysis. Imaging the wildtype mouse cortical surface using the same blue excitation and ArcLight filter set revealed

similar patterns of oscillatory activity, likely through auto-fluorescence and effects of hemodynamic absorption and blood flow

(Ma et al., 2016). The background PCA subtraction utilizes the auto-fluorescence signal from non-ArcLight transfected regions to

predict the hemodynamic signal across the recorded space. Specifically, the method uses principal component analysis of non-ex-

pressing low background auto-fluorescence regions (determined from themaximum fluorescence from a non-injected animal) to find

the ongoing hemodynamic components on a single trial basis. Additionally, the background fluorescence regions were selected at

least 1mm away from the recorded whisker evoked response (Borden et al., 2017). Ideally, these criteria would create a spatially

defined region with little or no ArcLight fluorescence to isolate the hemodynamic signal from the signal of interest. Each frame is first

spatially averaged by either a 200 mm x 200 mm circular averaging (pillbox) filter or a media filter to reduce noise. On a single trial, the

corresponding top five principal components of the low background regions (which contains approximately 85% of the variance ex-

plained) are projected on a pixel-by-pixel basis across the entire recording using a lasso regression method with regularization. The

lasso regression utilizes a cross-validated approach to determine the minimum number of components to develop the model of he-

modynamic noise. In order to prevent the removal of any stimulus evoked activity, each pixel was fit on pre-stimulus activity (either

before light onset for experiments involving optogenetics, or immediately preceding stimulus delivery). The final predicted hemody-

namic signal for each pixel was subtracted across the entire recording on a pixel-by-pixel basis. Due to the complex waveform of the

hemodynamic response, a simple notch filter is not effective at separating the signal from the noise (Borden et al., 2017). We found

that the background PCA subtraction method greatly reduced hemodynamic signal across the entire frame, compared to the off-ROI

method (Borden et al., 2017). In some instances, brief onset and offset light artifacts of the 590nm light was visible in the recorded

ArcLight cortical signal. To account for any optogenetic transient light artifacts, we only considered the relative changes in fluores-

cence during steady state light levels. Both raw and processed images showed qualitatively similar results.

Awake voltage imaging data analysis – Dual camera
In the awake animal, we utilized a dual camera imaging system to capture a background fluorescence signal for hemodynamic sub-

traction. Two different cameras were used to capture the ArcLight and auto-fluorescence signals, and therefore, pixels could not be

directly registered for subtraction for pixel-by-pixel correction. Instead, we utilized the sameBackground PCA subtraction method to

find and develop models of the hemodynamic response based on the global PCA signal derived from the background image. For the

dual camera data, each component was fit over the entire recording for subtraction of the hemodynamic noise. Both raw and pro-

cessed images showed qualitatively similar results. Unless otherwise noted, each dataset was processed with the Background PCA

or Dual Camera subtraction method as stated above.

Imaging data analysis – Peak amplitude, normalized peak, and temporal properties
Wemeasured the effect of the optogenetic stimulation on the peak amplitude of the evokedmean ArcLight fluorescence in the deter-

mined cortical barrel. The cortical barrel region of interest (ROI) for each stimulated barrel and each data set was selected as the

�200 mm x 200 mm region with the largest response 30ms after stimulus delivery. This determined ROI was used for all subsequent

analyses of the temporal response. To better isolate the evoked amplitude, the frame preceding stimulus delivery (t=-5ms) was sub-

tracted from the resulting recorded signal. For each recording, the peak amplitude was defined as the DF/Fo at the time of the
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maximum average response between 0 and 110ms for the strongest stimuli (1200 Deg/s) presented under control and various opto-

genetic conditions. Note that the convention used throughout the analyses here is to present the negative of the fluorescence mea-

sure, such that an increase in neural activity corresponds to a positive change in the fluorescence measure. In order to measure the

temporal properties of the evoked response, we concentrated on the timeseries data from the determined cortical barrel ROI. For

normalized fluorescence (Norm DF/ Fo), each session’s peak response was divided by the average peak response to the strongest

stimulus (1200 Deg/s) under the control condition. The normalization allows for a better comparison across animals which may have

different levels of ArcLight expression. Peak time was defined as the time of the maximum fluorescence between 0 and 110 ms post

stimulus, and the time of return to baseline as the time when the fluorescence crossed the pre-stimulus baseline value following the

peak. Peak-to-baseline was then calculated as the time between the fluorescence peak and the return of the fluorescence to base-

line. Recovery was defined as the average fluorescence in the 120-400ms window following the stimulus.

Imaging data analysis – Area measurements
In addition to measuring the peak response, we also measured the effect of different thalamic states on the evoked area of sensory

cortical activity. We measured the activated area as the number of pixels exceeding a threshold using the average response at the

peak frame (0-110ms) preceding stimulus delivery. Similar to other studies (Lustig et al., 2013; Millard et al., 2015), we measured the

spatial activation using the 70% threshold. To compare the area independent of amplitude changes, we normalized the peak frame

by dividing by the peak fluorescence in each condition (Control and LED). In order to isolate the evoked activity from ongoing activity,

we subtracted the frame preceding stimulus delivery (t=-5ms). Different thresholds had no effect on the observed trends.

Statistical analysis
All tests were conducted using theMATLABStatistics Toolbox (Mathworks, Inc.). For all measurements, we determined if the specific

data sets were normally distributed using the Lilliefors test for normality. If the data were normal, we used the appropriate (paired or

unpaired) t-test for statistical difference. If the population was determined to have non-normal distributions, we conducted non-para-

metric Wilcoxon signed-rank tests to determine statistical significance. All sample sizes are reported in the Fig. captions, along with

an indication of particular test and the corresponding statistical significance level (* - p<0.05, ** - p<0.01, *** - p<0.001 in figures).
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